Probabilistic properties and AI safety:

AI is now embedded into a number of everyday life applications. More and more, we depend on neural networks to make even critical situations, such as control and motion planning for autonomous cars, and it is of primary importance to be able to verify their correct behavior. But for some applications, e.g. perception in autonomous systems, through classifiers, we can only hope for probabilistic safety. The context of this internship is to find qualitative measures of how likely a neural net classifier, or a neural net used in a control system will exhibit a certain behavior.

A classical property for such classifiers is some form of robustness: if an input image is slightly perturbed, the classifiers should classify this perturbed image the same way as the original one. But the perturbations on images are generally not just independent perturbations on pixels, but rather effects (blurring, luminosity, contrast changes…) that make the perturbation correlated among pixels. In the context of this internship, we are thus looking for methods to define and propagate joint probability distributions, or rather, sets of joint probability distributions. This can be done using work on imprecise probabilities (PBoxes and Demster-Shafer structures, see e.g. [AAOB+13], polynomial forms, see e.g. [SSYC+20]), combining it with the notion of copula, as in e.g. [Sch23], see also the work for probabilistically verifying model-based control systems [GFS+24] and the work for verifying non-deterministically neural-network based control systems [EGSP22].

Finally, if time permits, we will look at properties beyond robustness and in particular explainability of neural networks. This generally relies on finding some form of correlation between features (and absence thereof) within inputs, and outputs, as done in e.g. LIME (Local Interpretable Model-agnostic Explanations) and SHAP (SHapley Additive exPlanation) and others, see e.g. [RSBY+22].
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