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Example: Natural Images Data

Input: 4 million data points on S7, coming from high-contrast 3× 3 image patches

(source: [Lee, Pederson, Mumford 03])
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Example: Natural Images Data

(β1 = 7)This is a lie!



Topology from Data

→ inspect data at all scales and see what ‘persists’

→ uncover the topological structure of the space(s) underlying the data

Input: point cloud P ⊂ Rd
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Approach: Compute persistence of distance function

dP : R2 → R
x 7→ minp∈P ‖x− p‖2

4 8 12 16 20 24 28 320
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Approach: Compute persistence of distance function

dP : R2 → R
x 7→ minp∈P ‖x− p‖2

4 8 12 16 20 24 28 320

Challenge:
provide theoretical guarantees

(sufficient sampling conditions under
which the barcode of dP reveals the
homology of the underlying space)
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In practice: The inference pipeline

point cloud

simplicial filtration

barcode / diagram

offsets filtration



t
C(P, t)

R(P, 2t)

Čech and Rips filtrations

3

P

P t



Example: sampled periodic curve in the 2d flat torus, embedded into R4 through the Clifford embedding Note: find pictorial representation of Clifford torus on the Internet

(R
m
o
d
Z)

2 (u, v) 7→ 1√
2
(cos(2πu), sin(2πu), cos(2πv), sin(2πv))

⊂
S3
⊂
R
4

source: http://http://en.wikipedia.org/wiki/Clifford_torus

Example (manufactured data)

4



Example: sampled periodic curve in the 2d flat torus, embedded into R4 through the Clifford embedding Note: find pictorial representation of Clifford torus on the Internet

(R
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d
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2 (u, v) 7→ 1√
2
(cos(2πu), sin(2πu), cos(2πv), sin(2πv))

⊂
S3
⊂
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4

source: http://http://en.wikipedia.org/wiki/Clifford_torus

n = 2000 data points

Example (manufactured data)

4

intrinsic dimension k = 1, 2, 3

ambient dimension d = 4



This has been one of the most commonly used filtrations since the introduction of persistence in the early 2000’s. However, it is only in 2008 that we provided guarantees on the existence of a sweet range for it. Before that, people were using it in practice with no theoretical guarantees.Vietoris-Rips filtration

n = 2000 data points

Example (manufactured data)

4

size ∼ 2n | nd+1

intrinsic dimension k = 1, 2, 3

ambient dimension d = 4



This has been one of the most commonly used filtrations since the introduction of persistence in the early 2000’s. However, it is only in 2008 that we provided guarantees on the existence of a sweet range for it. Before that, people were using it in practice with no theoretical guarantees.Vietoris-Rips filtration

computation limit (500 · 106 simplices) 3-sphere

n = 2000 data points

(37 · 109 simplices)

Example (manufactured data)

4

size ∼ 2n | nd+1

intrinsic dimension k = 1, 2, 3

ambient dimension d = 4



barcode of the mesh-based filtration from [HMOS10], drawn on a logarithmic scale (abcissa = log of geometric scale) Note: to be fair, this barcode is probably the noisiest obtained from the aforementioned filtrations. Nevertheless, in principle all these will contain extra topological noise since they approximate the wrong guys

uses 8 GB of RAM. For comparison, the Delaunay triangulation has 5 million simplices

mesh-based filtration

n = 2000 data points

(12 · 106 simplices)

Example (manufactured data)

4

intrinsic dimension k = 1, 2, 3

ambient dimension d = 4

size ∼ 2d
2
n



along the way, we greatly improved the signal-to-noise ratio within the sweet range, even compared to the original Rips filtration

n = 2000 data points

(200 · 103 simplices)

sparse Rips filtration

Example (manufactured data)

4

intrinsic dimension k = 1, 2, 3

ambient dimension d = 4

size ∼ 2k
2
n
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Natural Images Data

Input: 4 million data points on S7, coming from high-contrast 3× 3 image patches

(source: [Lee, Pederson, Mumford 03])
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Natural Images Data

Preprocessing: - select bottom x% of data points according to k-NN distance

- sample 5000 points uniformly at random from filtered point set

k = 1200, x = 10 k = 1200, x = 20 k = 1200, x = 30

k = 8000, x = 10 k = 8000, x = 20 k = 8000, x = 30

k = 24000, x = 10 k = 24000, x = 20 k = 24000, x = 30
(source: [de Silva, Carlsson 04])
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Preprocessing: - select bottom x% of data points according to k-NN distance

- sample 5000 points uniformly at random from filtered point set

k = 1200, x = 10 k = 1200, x = 20 k = 1200, x = 30

k = 8000, x = 10 k = 8000, x = 20 k = 8000, x = 30

k = 24000, x = 10 k = 24000, x = 20 k = 24000, x = 30
(source: [de Silva, Carlsson 04])

(β1 = 5)
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Natural Images Data

Preprocessing: - select bottom x% of data points according to k-NN distance

- sample 5000 points uniformly at random from filtered point set

(β1 = 5)

(source: [Carlsson, Ishkhanov, de Silva, Zomorodian 2008])
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Natural Images Data

Preprocessing: - select bottom x% of data points according to k-NN distance

- sample 5000 points uniformly at random from filtered point set

(source: [Carlsson, Ishkhanov, de Silva, Zomorodian 2008])



TDA for time series modeling & analysis

(time-delay
embedding)

window Rm+1

f : N→ R

TDm,τ (f) :=


f(t)
f(t+τ)

...
f(t+mτ)



TDm,τ

signal embedded data

periodicity circularity

# prominent harmonics (N) min. ambient dimension
(m ≥ 2N)

# non-commensurate freq. intrinsic dimension
(S1 × · · · × S1)

τ : step / delay

mτ : window size

m+ 1: embedding dimension

[J. Perea et al.:”SW1PerS: Sliding windows and 1-persistence scoring”, 2015]

f



Taken’s theorem: under sufficient conditions, the map x 7→ TDm,τ (fx) is an embedding of the state space X. Note: instead of varying x, one can also vary the window and step sizes

this is for when the data come from some unknown discrete dynamical system. Formalism: - a state space X - a self map φ : X → X - an observation function g : X → R - an origin x0 ∈ X  discrete time series: f : N→ R defined by f(n) := g ◦ φn(x0), where n stands for the n-th iteration. Then, under regularity conditions on the state space and dynamical system in general (strange attractor), the delay embedding will be a diffeomorphic embedding into Rk if m ≥ 2d where d is the intrinsic dimension of X.

hence no need of a vector space structure on X (no coordinates)

TDA for time series modeling & analysis

(time-delay
embedding)

window Rm+1

TDm,τ

Contributions of TDA:

inference of:

- periodicity

- harmonics

- non-commensurate freq.

no Fourier transform needed

- underlying state space

X

x

f

φ

R

α

fx(n) := α(φn(x))

Dynamical system:



hence no need of a vector space structure on X (no coordinates)

TDA for time series modeling & analysis

(time-delay
embedding)

window Rm+1

TDm,τ

Contributions of TDA:

inference of:

- periodicity

- harmonics

- non-commensurate freq.

no Fourier transform needed

- underlying state space

f

Dynamical system:

Thm: [Nash, Takens]
Given a Riemannian manifold X of dimension
m
2

, it is a generic property of φ ∈ Diff2(X)
and α ∈ C2(X,R) that

X → Rm+1

x 7→ (α(x), α ◦ φ(x), · · · , α ◦ φm(x))

is an embedding.


